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Task 1 (20%): Prediction error methods
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Task 2 (20%): Ordinary Least Squares
method

a) From the state space model we have the equations

x1
k+1 = x2

k + b1uk (1)

x2
k+1 = a1x

1
k + a2x

2
k + b2uk (2)

yk = x1
k (3)

From (1) we have

x2
k = x1

k+1 − b1uk (4)

(5)

Substituting (4) into (2) gives

x1
k+2 − b1uk+1 = a1x

1
k + a2(x

1
k+1 − b1uk) + b2uk (6)

Rearranging and using (3) in (6) gives

yk+2 = a2yk+1 + a1yk + b1uk+1 + (b2 − a2b1)uk (7)

Putting k := k − 2 gives

yk = a2yk−1 + a1yk−2 + b1uk−1 + (b2 − a2b1)uk−2 (8)

=

ϕT
k︷ ︸︸ ︷[

yk−1 yk−2 uk−1 uk−2

]

θ0︷ ︸︸ ︷


a2

a1

b1

b2 − a2b1


 (9)
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Task 3 (15%): Prediction error methods

a) This is an Auto Regression Moving average with eXtra inputs (ARMAX)
model.

b) An ARX model can be written in the following polynomial form

A(q)yk = B(q)uk + ek (10)

Hence, with C(q) = I.

c) An Output Error (OE) model can be written in the following polynomial
form

A(q)yk = B(q)uk + A(q)ek (11)

Hence, with C(q) = A(q).

d) We have the input and output model, obtained by eliminating the state
xk from the model

yk − ayk−1 = 2uk + (b− 2a)uk−1 + ek + (k − a)ek−1 (12)

This can be written as an ARMAX model with polynomials

A(q) = 1− aq−1 (13)

B(q) = 2 + (b− 2a)q−1 (14)

C(q) = 1 + (k − a)q−1 (15)

• This become an ARX model if k = a.

• This become an OE model if k = 0.
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Task 4 (15%): Prediction error methods

a) The FIR model with known data can be written in matrix form as follows

Y︷ ︸︸ ︷


yT
5

yT
6
...

yT
N


 =

X︷ ︸︸ ︷


uT
4 uT

3 uT
2 uT

1

uT
5 uT

4 uT
3 uT

2
...

...
...

...
uT

N−1 uT
N−2 uT

N−3 uT
N−4




B︷ ︸︸ ︷


hT
1

hT
2

hT
3

hT
4


 +

E︷ ︸︸ ︷


wT
5

wT
6
...

wT
N


 (16)

The impulse response matrices may be identified by the OLS solution

B = (XT X)−1XT Y (17)
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