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Task 1 (16%): Subspace System Identi-
fication

Given a system which can be described by the following discrete time model
on innovations form

xk+1 = Axk + Buk + Cek, (1)

yk = Dxk + Euk + Fek (2)

where ek is white with zero mean and unit covariance matrix, i.e., E(eke
T
k ) =

I and where the following series of output and input data is collected and
assumed to be known

Y =




yT
0

yT
1

...
yT

N−1


 ∈ RN×m, U =




uT
0

uT
1

...
uT

N−1


 ∈ RN×r. (3)

a) Based on the model in Equations (1) and (2) and with known data as
given in (3) we can develop the following matrix equations

YJ |L = OLXJ + Hd
LUJ |L+g−1 + Hs

LEJ |L, (4)

YJ+1|L = ÃLYJ |L + B̃LUJ |L+g + C̃LEJ |L+1, (5)

where J and L are user specified non-negative integer numbers.

1. What is the definition (meaning) of the parameter g ?

2. Write down the structure of the matrices in the matrix equations,
(4) and (5), with parameters N = 10, L = 2, J = 2 and g = 1.

3. Find a formula for the number of columns, K, in the data matrices
which are involved in the matrix Equations (4) and (5). Investigate
if the formula is consistent with the number of columns you get in
Step 2 above.

b) Write also down the structure of the matrices Y0|J and U0|J . What are
these matrices used for in subspace system identification?

c) With basis in the known data, (3), and the matrix Equation (4) it is
possible to develop the matrix equation

ZJ |L = OLXa
J (6)

where the data matrix ZJ |L may be defined from the data.
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Furthermore, with the basis in the matrix equation (5) it is possible to
develop the matrix equation

ZJ+1|L = ÃLZJ |L (7)

where the data matrices ZJ+1|L and ZJ |L may be defined from the known
data.

Find expressions for the data matrices ZJ+1|L and ZJ |L for the following
three cases:

• an autonomous system, i.e. when uk = 0 and ek = 0.

• a deterministic system, i.e., when ek = 0.

• a stochastic system, i.e., when uk = 0.

• a general combined deterministic and stochastic system.

Remark: you are to define the projections which is involved in the ex-
pressions for ZJ+1|L and ZJ |L. That is orthogonal projections of the type
A/B and B⊥ for two matrices A and B.

d) Show how

• the system order, n

• the extended observability matrix OL

• the system matrices A and D

can be estimated.

e) From known data as given in (3) and the matrix equation (5), the fol-
lowing matrix a matrix equation can be developed

Zd
J+1|L = ÃLZd

J |L + B̃LUJ |L+g (8)

where the data matrices Zd
J+1|L and Zd

J |L are known.

1. Find expressions for the data matrices Zd
J+1|L and Zd

J |L in the ma-

trix equations (8). Assume a general combined deterministic and
stochastic system.

2. Explain how the matrices B and E can be estimated. Take with
advantage a particular example with L = 2 as the starting point.
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Task 2 (6%): Subspace System Identifi-
cation: closed loop

a) Assume that the input and output data in (3) are collected in closed loop,
i.e., such that the inputs, uk, are a function of the outputs, yk. What
can you say about the parameter g in this case? and what can you say
about the direct feed through matrix E in this case?

b)

Consider now the following Kalman filter on innovations form

xk+1 = Axk + Buk + Kεk, (9)

yk = Dxk + εk (10)

What is the relationship between the Kalman filter on innovations form
in Equations (9) and (10) and the innovations formulation in Equations
(1) and (2)?

c) Consider that the known input and output data as given in (3) are
collected in closed loop, i.e., we assume that there is feedback in the
known data. Consider the projection

Zs
J |1 = FEJ |1 = YJ |1 − YJ |1/

[
U0|J
Y0|J

]

=
[

FeJ FeJ+1 . . . FeN−1

]

=
[

εJ εJ+1 . . . εN−1

]
(11)

Explain how this projection can be used in order to develop a subspace
identification algorithm for closed loop systems.
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Task 3 (8%): Regression

a) Given a system modelled by the linear model

Y = XB + E (12)

where Y ∈ RN×m and X ∈ RN×r are known data matrices E ∈ RN×m is
a matrix of normally distributed white noise. We are assuming a large
number of observations, N , such that N > r.

Find an Ordinary Least Squares (OLS) estimate, BOLS, of the unknown
matrix of regression coefficients, B.

b) Show that the OLS estimate in step a) above gives the minimum of the
scalar function

V = (Y −XB)T (Y −XB) (13)

c) Assume now that tha data matrix X is not of full column rank. Show
how you can perform a principal Component Analysis (PCA) of the X
matrix by using a Singular Value Decomposition (SVD). What is the
number of Principal Components, a.

d) Find a Principal Component Regression (PCR) estimate, BPCR, of the
unknown matrix of regression coefficients, B.
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