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Task 1 (20%) (Continuous time optimal control)

a)

b)

Consider a system described by a discrete state space model

= Ax + Bu, (1)
= Du. (2)

Assume an infinite horizon LQ control objective as follows

J = %/Ooo[a:TQx + u” Puldt, (3)

where Q € R™™ and P € R"™*" are symmetric weighting matrices.

Find the optimal control which minimize the objective, J, given by (3)
subject to the model (1) and (2).

The solution should consist of:

1. An expression for the optimal control vector, u*.

2. A Riccati equation.
Consider now a scalar SISO system described by the model
T = azr+bu, (4)
y = =, (5)

where a and b are scalar model parameters.

Assume an infinite horizon LQ control objective as follows

1 [e.9]
7=5 [ e+ e ()
0

where ¢ and p are scalar weighting parameters.

Find the optimal control which minimize the objective, J, given by (6)
subject to the model (4) and (5).

The solution should consist of:

1. An expression for the optimal control vector, u*.

2. A Riccati equation.

The LQ optimal control problem in step 1b) above can be solved ana-
lytically. Discuss and perform the following:

1. Find an analytical expression for the solution of the Riccati equation
in step 1b) above.



2. Find an analytical expression for the feedback gain g in the optimal
control vector, u* = gux.

d) The closed loop system in step 1b) and 1c) above may be expressed by
T = agw where ag) is the eigenvalue of the closed loop system.

1. Discuss the relationship between the closed loop eigenvalue a) as
a function of the weighting parameters ¢ and p 7

2. Discuss the stability properties of the closed loop system in terms
of the weighting parameters ¢ and p ?

Task 2 (10%) (Discrete time optimal control)

Given an LQ optimal criterion defined over the time interval 0 < k < o0, i.e.,

1 o0
Jo = 3 %[mf@xk + ul Puy], (7)

where Q € R™™ and P € R"™" are symmetric weighting matrices.
a) Assume that the system is modeled with a state space model, i.e.,
Tyl = AZL’k + Buk, (8)

Find the optimal controller which are minimizing the objective Jy given
by (7) and subject to the model (8).

The solution should consist of:

1. An expression for the optimal control uj.

2. A discrete Riccati equation.

b) Assume that the system is given by the scalar system

Trtr1 = QaTg + buk, (9)
and given the objective
1 oo
Jo= 3 kz_o[qxi +pug). (10)

Find an analytic solution to the LQ optimal control problem.

Hint: You may use the results from Task 2a) above.



Task 3 (30%) (Discrete time LQ optimal control
with Integral Action)

We are in this task to study an LQ optimal controller for a system described
by the state space model

Tyl = Axk—i—Buk—i—v, (11)
Yy = Dz +w, (12)

where v and w are constant and unknown disturbances.
Subject to the above state space model we want to design an LQ optimal
controller which minimizes the following LQ criterion
1 o
J; = 3 Z((r —u) T Q(r — y) + Auj PAuy,). (13)
k=i
where Au, = up — up_1 and r is a constant reference vector. ) and P are
symmetric and positive semidefinite matrices.

a) Show that it is possible to write the model in (11) and (12) on deviation

form, i.e.,
Az, = AAz, + BAuy, (14)
Ay, = DAxy, (15)
where
Axy = ) — 21, Aup = up — Up—1, AYr = Y — Yp—1. (16)

What can be gained by doing this?

b) Show that the model in (14) and (15) can be written as follows

Fryr = AZy+ BAuy, (17)
Ur = Dy, (18)
where
~ Al’k ~
— , =7 — . 19
T |: "= Yp_1 :| Yk r Yk ( )

Here you should define the matrices A, B and D.



c¢) The state space model in 2b) and the LQ criterion in (13) defines a standard
discrete LQ optimal control problem of the form

Fppn = AZy + By, (20)
Ue = Diy, (21)
with LQ criterion
I~ o
Ji= 5 S Qi+ i P, (22)
k=1

where we for simplicity has defined
Uy = Auy. (23)
Write down the solution to the LQ optimal control problem, of the form
uy, = GTy. (24)
the solution should consist of:

1. A discrete Riccati equation
2. an expression for the controller matrix G.

3. Write down an expression for the actual control of the form

U = f() (25)

which are to be used in order to control the process.

Task 4 (10%) (Receding horizon optimal con-
trol)
Given a system described by the continuous linear state space model

& = Az + Bu. (26)

We want to study the LQ optimal control problem as described in the following.
Consider the LQ optimal control objective defined over a receding horizon from
present time ¢ to a future time instant ¢t + 7, i.e.,

1 1
J = Ex(t +T)Y'Sx(t +T) + 3 / [T Qx + v Pudt, (27)
t

where T > 0 is a constant prediction horizon, S € R"*" @ € R™*™ and
P € R™" are as usual given symmetric weighting matrices.
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From the maximum [)I'iIlCi le and =<t <L = and ) = —<24 where H 18
p p
op’ Ou ox

the Hamiltonian function, we may deduce the autonomous system
r=Fz (28)

where

)52

Perform the following:
1. Find the system matrix F'

2. Use that p(t+7T) = Sz(t+T') and find en expression for R in the linear
relationship p = Rx.

Hints: You can use that the solution to the autonomous system (28) is given

by

i(t) = ") 3(ty) = DF(tg) (30)
where we also can partition the transition matrix ® = eft=%) as follows
Oy Dy
b = . 31
{ Dy B 1 (31

We may express R as a function of the sub-matrices in ® and S.
Remarks : R is the solution to the Riccati equation of this problem.



Appendix

Continuous time optimal control

T = f(z,u,t)

J = S(z(t)) —1—/;1 L(z,u,t)dt

The continuous time Maximum Principle

H = L+p'f
. _od
P = ox
oS
p(t1) = a_x|“

Discrete time optimal control

Tpy1 — 2 = f(og, up, k)
N-1
Ji = S(y)+ Y L(xp,w, k)

k=i

The discrete time maximum Principle

Hy = L(xp, ug, k) +P;€+1(9€k+1 — Zy)

0H;,
Pk+1 — Pk = _a_azk
88

PN = M

Derivation rules
(@)= Q7,2 (:TQx) = Qe + Q'
ox " Ox

8%;((7“ — Dz)"Q(r — Dx)) = —2D"Q(r — Dx)

(39)
(40)

(41)

(42)

(43)



